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Abstract
Organizations employ data mining to discover patterns in historic data in order to learn predictive models. Depending on 
the predictive model the predictions may be more or less accurate, raising the question about the reliability of individual 
predictions. This paper proposes a reference process aligned with the CRISP-DM to enable the assessment of reliability 
of individual predictions obtained from a predictive model. The reference process describes activities along the different 
stages of the development process required to establish a reliability assessment approach for a predictive model. The paper 
then presents in more detail two specific approaches for reliability assessment: perturbation of input cases and local quality 
measures. Furthermore, this paper describes elements of a knowledge graph to capture important metadata about the devel-
opment process and training data. The knowledge graph serves to properly configure and employ the reliability assessment 
approaches.

Keywords Business intelligence · Business analytics · Decision support systems · Data mining · CRISP-DM

Introduction

Organizations employ data mining to discover patterns in 
historic data in order to learn predictive models. The CRoss-
Industry Standard Process for Data Mining (CRISP-DM) [1] 
provides organizations with guidelines for the application of 
data mining to reach the defined business goals. The CRISP-
DM includes six stages: (i) business understanding, (ii) data 
understanding, (iii) data preparation, (iv) modeling, (v) eval-
uation, and (vi) deployment. As a generic process model, 
the CRISP-DM is used for data mining projects in various 
domains [2–4]. Once deployed, the developed predictive 

models are used by decision-makers to obtain predictions 
for individual cases and act accordingly.

Depending on the predictive model, the predictions may 
be more or less accurate, raising the question about the reli-
ability of individual predictions. Consider, for example, a 
classification model that allows a bank employee to decide 
whether a specific client will default on a requested loan in 
the future. If similar cases from the past cannot be clearly 
associated with a specific outcome, or similar cases have 
not been present in the input data, the prediction will not be 
reliable. Another example is the use of a clustering model 
to collect existing customers into customer groups. If a 
customer is near the border of two clusters the assignment 
of that customer to a customer group may not be reliable. 
Regardless, predictive models will come up with a predic-
tion. The analyst charged with taking a decision, however, 
should keep in mind potential issues with reliability when 
acting on a prediction. Actions based on unreliable predic-
tions may lead to potentially costly failures and missed busi-
ness opportunities.

In this paper we propose a reference process aligned with 
the CRISP-DM to enable the assessment of reliability of 
individual predictions obtained from a predictive model. 
We illustrate the reference process using the case of clas-
sification over a real-world dataset in telemarketing for the 
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banking business [5]. We argue that in order to be able to 
accurately assess the reliability of individual predictions an 
analyst must consider the actual input data, the data used for 
training the predictive model, and the specific procedures 
regarding collection and preparation of the data. Thus, the 
reference process defines activities along the entire CRISP-
DM life cycle and defines the knowledge about the data min-
ing process that must be recorded and considered during 
each process stage.

During the business understanding stage, the development 
team determines the methods employed for the assessment 
of the reliability of predictions; we refer to these methods 
as reliability assessment approaches throughout this paper. 
The development team may select predefined methods, for 
example, the perturbation of input cases or the use of local 
quality measures, or the development team may develop new 
approaches. During the data understanding and data prepara-
tion stages, the development team documents the activities 
and design decisions regarding data gathering, data cleaning, 
and data formatting, which serves to configure the reliabil-
ity assessment approaches during the modeling and evalu-
ation stages. For example, information about the precision 
of a sensor may inform the application of the perturbation 
approach. With the deployment of the model in day-to-day 
business, the reliability assessment approaches selected or 
developed alongside the predictive model are also deployed. 
The reliability assessment approaches can be used by ana-
lysts to better assess the reliability of an individual predic-
tion for a new input case. In this paper we present in more 
detail two specific approaches for reliability assessment: 
perturbation of input cases and local quality measures.

Inspired by the field of numerical analysis, where the 
condition number describes the magnitude of change of a 
function’s output in connection with changes of the func-
tion’s input [6], the perturbation of input cases for individ-
ual predictions aims to uncover the effect of alterations of 
an input case’s feature values on the outcome of a predic-
tion. If small alterations of feature values would lead to a 
completely different prediction then the reliability of that 
prediction is questionable. For example, consider a predic-
tive model predicting whether a bank customer will repay 
a requested loan based on a number of input features such 
as income, marital status, and education. If a minor change 
in the monthly income, e.g., 50 euros, leads to a changed 
prediction of the model, the prediction may not be reliable 
since a small change in income may happen at any time or 
a person’s exact income may vary from month to month.

While global measures of a predictive model’s overall 
performance, e.g., accuracy, are often the only guidance 
regarding the reliability of individual predictions, local 
quality measures of a predictive model’s performance for a 
particular feature space may complement the insights offered 
by global measures. Individual cases in different areas of the 

data space may lead to different performance of the predic-
tive model, for example, due to the distribution of the train-
ing data in the feature space. A new data point located in 
a densely populated part of the feature space may obtain a 
more reliable prediction than a new data point in a sparsely 
populated part. The global measures would be the same for 
both predictions, since the global measures describe the pre-
dictive model’s overall performance. Related work likewise 
investigates the the use of local metrics [7–10], demonstrat-
ing that it can be fruitful to collect model metrics not only on 
a global level but also in the local area of interest of the data. 
Stating a local quality measure additionally to the global 
measure gives analysts a better impression of the reliability 
of an individual prediction.

At each stage the proposed reference process requires the 
development team to document design decisions and capture 
important metadata in a knowledge graph. The knowledge 
graph is a machine-readable representation of the activities, 
entities, and agents of the reference processes at a generic, 
method-specific, and problem-specific level for the purposes 
of recommendation, quality management, and auditability. 
The knowledge graph is based on the W3C recommenda-
tion for a provenance ontology (PROV-O) [11]. Other work 
has employed PROV-O as the basis to improve explain-
ability of automated decisions in order to meet regulatory 
requirements [12].

The main contribution of this paper is as follows. The 
proposed reference process provides a structured approach 
to assess the reliability of individual prediction results along 
the CRISP-DM life cycle. Instead of relying solely on global 
indicators of model reliability, e.g., accuracy or precision, 
which are indifferent to the individual case that a prediction 
shall be obtained for and, therefore, do not account for dif-
ferences between input cases, an analyst may assess the reli-
ability of an individual case by using information gathered 
along the various stages of the CRISP-DM. We illustrate 
execution of the reference process by detailing two assess-
ment approaches for classification problems, namely the 
use of local quality measures and the perturbation of input 
cases. Nevertheless, the presented reference process can be 
extended with additional assessment approaches and adapted 
for the use of other prediction methods.

This paper is an extended version of a previous confer-
ence paper [13]. In particular, this paper generalizes the pre-
viously proposed process for reliability assessment in the 
context of classification, describing a reference process at a 
more abstract level, which can be adapted for other predic-
tion methods. Furthermore, this paper introduces a knowl-
edge graph that captures knowledge required for enabling 
the assessment of reliability of predictions.

The remainder of this paper is organized as follows. In 
“Related Work” we review related work. In “Overview” we 
give an overview of the proposed reference process and the 
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knowledge graph. In “Business Understanding” we describe 
the business understanding stage. In “Data Understanding” 
we describe the data understanding stage. In “Data Prepara-
tion” we describe the data preparation stage. In “Modeling 
and Evaluation” we describe the modeling and evaluation 
stages, including the proposed approaches of perturbation 
of input cases and the use of local quality measures. In 
“Deployment” we discuss the deployment stage. In “Con-
clusions” we conclude the paper.

Related Work

A white paper published by the Technical Inspection Asso-
ciation (TÜV) Austria in cooperation with researchers from 
Johannes Kepler University Linz highlights the importance 
of reliance in artificial intelligence applications [14]. The 
white paper proposes the idea of certification of machine 
learning systems to avoid hazardous consequences due to 
incorrect usage of these systems. First steps towards a cer-
tification procedure for machine learning applications are 
aimed to foster the development of reliable artificial intel-
ligence applications.

Wing [15] presents key insights regarding trustworthy 
artificial intelligence. Reliability is a core property of trust-
worthy artificial intelligence, besides other important prop-
erties, e.g., safety, security, robustness, and fairness. The 
application of formal methods in combination with artificial 
intelligence systems employing trained models, e.g., neural 
networks, which make predictions based on statistical prob-
abilities, is challenging due to the probabilistic nature of the 
predictive models. Furthermore, machine learning models 
are built with respect to a given data set which must not 
contain all possible real-world cases but is further used to 
predict previously unseen cases. Wing also mentions that 
more research towards trustworthy artificial intelligence and, 
in this context, towards reliable artificial intelligence will 
be necessary.

The perturbation approach presented in this paper is 
related to metamorphic software testing [16–18]. Metamor-
phic software testing can be used to deal with the oracle 
problem, which occurs when the the correct behavior of the 
software cannot be distinguished from an incorrect behavior 
due to missing formal specifications or assertions. Metamor-
phic relations are defined, which describe the differences 
between input and output of a software. If the real outputs 
differ from the expected ones, it is a sign that there may be 
an error or bug in the software.

In metamorphic testing, the output of the software can 
be used as a follow-up test case serving as new input. With 
this technique, a possibly infinite amount of test cases for 
the software can be created. An example of a metamorphic 
relation is the case of two search queries, where the second 

query is a restriction of the first query, e.g., by adding an 
additional condition in the WHERE clause of an SQL query. 
If during metamorphic testing the result of the second query 
is not a subset of the result of the first query, the formulation 
of the query is wrong. The biggest challenge in metamorphic 
testing is the definition of the metamorphic relations suit-
able for the software under investigation. Other research also 
examined the use of metamorphic relations to ensure the 
soundness of machine-learning classifiers [19–21].

Dynamic classifier selection (DCS) is used in various 
domains to find the most suitable classifier from a group of 
different classifiers trained for the same classification prob-
lem [22]. Given multiple classifiers for the same problem, 
there are various ways to come to the final prediction, for 
example, majority voting, where the final outcome is the 
most frequently predicted class among all classifiers. DCS 
follows the approach of finding the best-fitting classifier for 
a given input case and using the prediction made by that 
best-fitting classifier as the finally predicted outcome. There 
are different ways described to select the best-fitting classi-
fier, for example, through the use of local regions within the 
feature space to examine a classifier’s performance in the 
area of the new input case [10, 22, 23].

Besides introducing a generalization of the previously 
published process [13] as well as a knowledge graph, we 
integrate in the proposed reference process in this paper 
aspects from related work as follows. During metamorphic 
testing a test engineer uses systematically altered input cases 
in combination with a metamorphic relation to ensure the 
correct behaviour of a software. In this paper we use slightly 
altered input cases within the perturbation approach to 
investigate whether small input changes influence the pre-
diction of a model. DCS is mainly about finding the best 
suitable classifier from a group of classifiers, for example, 
by use of local measures. DCS does not consider using local 
measures to evaluate the reliability of individual predictions 
made by the same classifier. We use the local-area idea 
within our local measure approach to examine differences 
between global and case specific local measures.

Overview

This section first gives an overview of the proposed ref-
erence process for facilitating assessment of reliability of 
predictive analytics results before describing the different 
abstraction levels of metadata that, collected into a knowl-
edge graph, facilitate the application of the reference process 
in different data mining projects.

We propose the use of three abstraction levels for the ref-
erence process, namely a generic, a method-specific, and an 
instance-specific level. The generic level concerns activities 
and entities at each stage of the CRISP-DM, independent of 
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the type of data mining problem at hand, e.g., classification 
or clustering. The method-specific level defines speciali-
zations of the generic activities and entities at each stage 
of the CRISP-DM that are specific to individual methods, 
for example, classification requires the determination of 
the scale of a feature during the data understanding stage. 
The problem-specific level then represents instances of the 
method-specific activities and entities filled with concrete 
values of an individual prediction case, for example, deter-
mining the scale of the feature education for the problem of 
predicting whether a new customer will likely be able to pay 
back a requested loan.

Reference Process

Figure 1 illustrates the proposed reference process, which 
aligns with the six stages of the CRISP-DM [1]. Hence, in 
order to allow for the assessment of reliability of individual 
predictions in productive use, the development team must 
conduct appropriate activities along every stage of the data 
mining project. The proposed reference process can then 
be refined for different types of data mining projects and 
adapted to the peculiarities of each individual project. For 
example, Fig. 2 shows activities for enabling the reliability 
of classification results. Throughout this paper we use clas-
sification as a running example for illustrating the stages of 
the proposed reference process.

In the business understanding stage of a data mining 
project, the development team must choose the appropri-
ate approach for reliability assessment, which must be in 
line with the elicited business goals in general and the data 
mining goals in particular. For example, the choice of assess-
ment approach may fall on the perturbation of test cases, 
which consists of alternating the values of sensitive inde-
pendent features and witness changes in the prediction (see 
“Perturbation of Input Cases”).

Business understanding is closely interrelated with the 
data understanding stage, which consists of the elicitation 
and examination of the data required to achieve the busi-
ness and data mining goals. In order to enable assessment of 
reliability, the development team must closely examine the 
characteristics of the data and document the findings. Meta-
data about the input features provides important information 
for development decisions regarding reliability assessment 
at later stages. Among the collected metadata are the scale 
of a feature (or level of measurement), i.e., nominal, cardi-
nal, or ordinal, the volatility of measured values, e.g., the 
accuracy of sensor data, or existing restrictions on values, 
e.g., allowed range of feature values. There will typically 
be a feedback loop between business understanding and 
data understanding. For example, the choice of assessment 
approach during the business understanding stage may often 
only be made after examining the characteristics of the data

Fig. 1  Reference process for facilitating assessment of reliability of predictive analytics results along the CRISP-DM stages
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Data cleaning and data transformation in the data prepa-
ration stage, which is essential for using the collected data to 
train a predictive model, may exercise considerable influence 
on the reliability of the predictions; the data cleaning and 
data transformation steps should be documented. For exam-
ple, using regression to fill missing values or binning fea-
ture values into different categories, while often necessary to 
improve the quality of the data and render those data usable 
for the analysis, may also affect the reliability of individual 
predictions in productive use. Information about such activi-
ties, if documented, may inform the analyst when assessing 
the reliability of a prediction. For example, a change of the 
outcome of a prediction when varying an input value of the 
predictor within the boundaries of a bin hints at an unreliable 
prediction (see “Data Preparation”).

The modeling stage comprises the selection of the algo-
rithm as well as the definition of the test strategy, e.g., 
cross-validation, which is employed in the following evalu-
ation stage. In the modeling stage the development team 
must decide on the specific configuration of the previously 
selected approaches for reliability assessment, which can be 
used in the evaluation stage as well as after deployment of 
the developed predictive analytics solution. This paper pro-
poses two approaches for reliability assessment although the 
process is not limited to those approaches. The first approach 
is perturbation of input cases, which at the modeling stage 
requires the configuration of perturbation options and 

perturbation modes (see “Perturbation of Input Cases”). The 
second approach is the calculation of local quality measures, 
which at the modeling stage requires the development team 
to choose appropriate measures. For selection, development, 
and configuration of the approaches for reliability assess-
ment, the development team relies on the metadata collected 
during the previous stages.

Perturbation of input cases consists of systematically 
altering the values of input cases to find sensitive features 
where small changes upend the prediction. The perturba-
tion option and the perturbation mode determine how the 
values of input cases are altered. The appropriateness of a 
perturbation option for a problem depends on the scale of 
feature, the volatility of the feature, and possibly other crite-
ria. For example, perturbation may consist of looking at the 
predictions made by the predictive model when altering an 
input value within a 10% window; that perturbation option 
is only appropriate for cardinal values. Looking at all pos-
sible perturbations, particularly when multiple features are 
perturbed, may not be feasible in a reasonable amount of 
time. The perturbation mode determines which perturbed 
test cases are presented to the analyst.

The calculation of local quality measures aims at com-
paring the characteristics of the data space around the input 
data with the characteristics of the data available during the 
training of the model. For example, a classifier for credit 
default may show high accuracy for classifying males aged 

Fig. 2  Example activities for enabling assessment of reliability of classification results [13]
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between 30 and 45 but low accuracy for women aged 20–25, 
which means that the classifier will be less accurate when 
predicting a case with that gender and age range.

Whether a certain approach for reliability assessment can 
be sensibly employed depends on the prediction method, 
e.g., classification, which requires further tailoring to the 
individual problem, e.g., determining the credit rating. 
Hence, a selected approach for reliability assessment must be 
fitted to the individual problem. When a selected approach 
is already employed in the evaluation stage to assess the 
quality of the trained models, the development team may 
also evaluate the parameters of the selected approach for 
reliability assessment, which may lead to the adjustment of 
certain parameters. For example, the development team may 
choose to alter the range of the perturbations or the distance 
around the input values delimiting the local space for calcu-
lation of local quality measures.

Finally, during the deployment stage, trained and tested 
predictive models are integrated in day-to-day business, 
which allows analysts to productively use the developed 
predictive models for making predictions in individual 
cases. Likewise, an analyst may then employ the selected 
approaches for assessment of reliability of individual pre-
dictions. The results of the reliability assessment allow an 
analyst to more confidently decide whether to trust a predic-
tion and take the best decision for the business.

Note that the development team can conduct the activities 
described in the reference process alongside the develop-
ment of the predictive model or afterwards. While building 
the predictive model, the reliability assessment activities 
can be performed during each phase of the CRISP-DM. If a 
predictive model has already already been trained and put to 
use, the activities required to enable reliability assessment 
have to be performed independently of the development of 
the predictive model.

Knowledge Graph

At each stage of the proposed reference process the develop-
ment team should capture in a knowledge graph the relevant 
metadata about the activities conducted by various agents, 
producing entities that represent the knowledge about the 
data mining process which can be leveraged for assessment 
of the reliability of individual predictions. In a sense, the 
captured knowledge can be considered provenance informa-
tion documenting the origin of the predictive model, specifi-
cally the design decisions that led to the development of the 
predictive model and the choice of reliability assessment 
methods. Thus, the proposed knowledge graph builds on 
the W3C recommendation for representation of provenance 
information, the provenance ontology PROV-O [11]

The knowledge graph documenting the design decisions 
regarding the predictive models and reliability assessment 

comprises three main types of elements, taken from PROV-
O: activities, entities, and agents. An entity is any kind of 
design artifact produced by an activity. An agent can be 
any person or machine component which is involved in or 
responsible for the execution of an activity.

The knowledge graph describes knowledge about the data 
mining process on a generic, method-specific, and problem-
specific level, consisting of both ontological knowledge as 
well as instance data (Fig. 3). Furthermore, at each level, the 
knowledge graph has a development view and a deployment 
view, tracking the knowledge about the development of a 
predictive model and its deployment, respectively. Elements 
in the development view serve to assess the reliability of 
an individual prediction after deployment of the predictive 
model. Elements in the deployment view represent the actual 
use of methods for reliability assessment for the purposes of 
auditability and checking the consistency of the application 
of the selected methods.

The knowledge graph’s generic level describes activities 
and entities relevant for different problems such as classifica-
tion and clustering. In particular, the generic level defines 
the basic vocabulary of the knowledge graph. The method-
specific level captures knowledge regarding the application 
of individual prediction methods, e.g., classification, and the 
corresponding methods for reliability assessment, e.g., per-
turbation of input cases. The activities depicted in Fig. 2 rep-
resent knowledge at the method-specific level. Finally, the 

Fig. 3  Abstraction levels of the knowledge graph
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problem-specific level describes the development choices 
for a particular problem, e.g., prediction of credit default. At 
this level, for example, the specific parameters of the pertur-
bation options are captured. At the problem-specific level, 
the deployment view also captures case-specific knowledge, 
e.g., the application of perturbation for predicting the default 
risk of a particular customer.

We emphasize that the presented reference process, 
although illustrated and discussed in the context of clas-
sification of structured data, is not limited to the problem 
of classification but potentially also applicable for other 
prediction problems. Other prediction problems may follow 
a different method-specific process, which would become 
another method-specific refinement of the proposed refer-
ence process.

During “Business Understanding” – “Deployment” we 
present examples, on each of the three levels, for activities 
and entities created during each of the stages. In the fol-
lowing, we want to emphasize that the stages, which are 
explained in detail in the next sections, are closely connected 
and dependent on each other, therefore, we provide graph 
examples which include activities and entities across multi-
ple stages of the CRSIP-DM. In order to keep the explana-
tion of the model comprehensible we omit the agents that are 
assigned to each activity and entity in most of the examples.

Generic Level

The generic process level is the starting point for the mod-
eling of assessment processes on the method-specific level. 
Each stage of the CRISP-DM contains a generic activity 
and a generic entity as shown in Fig. 1, which can be seen 
as abstract superclass for method-specific subclasses. The 
generic level provides the connection between the activities 
and entities within all six stages of the CRISP-DM. Activi-
ties and entities included in the generic level are linguistic 
instances of the PROV-O classes activity and entity, tech-
nologically represented as subclasses in RDF. Likewise, 
the connections between the elements are also linguistic 

instances of the properties from PROV-O and in our KG 
technically represented as subproperties.

Each entity that is created during a stage of the CRISP-
DM is assigned to an activity related to the same stage. 
All entities can contain information about the agents who 
are responsible for them, the time when they were created 
and the timespan they are valid, further each entity is con-
nected to the activity which was used to create the entity. 
All activities can contain information about the agents who 
are involved in them and the time or timespan when the 
activity was performed. The generic development process is 
shown in Fig. 4. The gathered information during the busi-
ness understanding, data understanding and data preparation 
stages are the basis for the creation of modeling activities 
and entities of the reliability assessment approaches, e.g. 
perturbation options. This connection is represented within 
the KG with the modelingEntityWasDerivedFrom prop-
erty, connecting a modeling entity with the business under-
standing, data understanding and data preparation entities 
it is based on. Modeling entities can be adjusted in order to 
better assess the reliability of a feature. An adjusted evalua-
tion entity keeps track of the original entity it is derived from 
using the wasBasedOn property, for instance, a perturba-
tion option with better suitable parameters for the problem 
connects to the old perturbation option including the original 
parameters.

The deployment view of the generic level is shown in 
Fig. 5. Deployment entities, representing for instance a 
reliability assessment, are created for each new input case. 
These deployment entities use modeling and evaluation 

Fig. 4  KG of development phase at generic level

Fig. 5  KG of deployment phase at generic level
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entities, created during development phase, to provide 
the assessment. This connection is represented with the 
deploymentEntityWasDerivedFrom property connecting 
deployment entities with modeling and evaluation entities. 
Each of these deployment entities may use one or more 
entities from the modeling or evaluation stage as basis, for 
instance, two perturbation options to create the perturbed 
test cases. In this manner, the generic level can be used as 
basis for method-specific process activities and entities, 
for example, to create a classification-specific process as 
shown in Figs. 6 and 7.

In addition to the activities and entities regarding reli-
ability assessment, e.g., a modeling activity or modeling 
entity, the generic level also includes common knowledge 
valid for multiple prediction methods. For example, the 
existence of different scales of feature which is not exclu-
sive only for the classification method. In Fig. 4 three dif-
ferent scales (Scale), Nominal, Ordinal and Cardinal are 
added as entities to the generic level. If an analyst discov-
ers more common knowledge or common process steps 
at different method-specific levels, the knowledge can be 
transferred to the generic level to make it available for 
future development of new method-specific processes. The 
adjustment and collection of more common knowledge 
will be an ongoing process during the creation of future 
reliability assessment processes and is open for further 
research to further expand the already collected knowl-
edge. By using a KG instead of, for example, a relational 
database, we are not bound to rigid data structures and 
can therefore make adjustments to different processes very 
easily. This is beneficial for quickly adapting the process to 
different prediction methods and problem cases as needed.

Method Level

Figure 6 shows an example of the development phase of 
a reliability assessment process on method-specific level. 
Activities and entities included in a reliability assessment 
process on method-specific level for classification, are 
technically represented as subclasses of the generic activi-
ties and entities. Each of these subclasses can have further 
properties related to them, for instance the time when they 
were performed or defined, who is responsible for them or 
how much money is planned for them. The generic infor-
mation can be further extended depending on the specific 
entity and the chosen method. For classification of structured 
data, each subclass of data understanding entity and data 
preparation entity has a connection to its feature it belongs 
to. The PerturbationApproach entity can contain basic 
information about the approach, for example, that an analyst 
needs access to the training data in order to calculate local 
measures. The ScaleOfFeature entity captures which of the 

Fig. 6  KG of development phase for classification at method level (color coding according to Fig. 3)

Fig. 7  KG of deployment phase for classification at method level
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available scales was assigned to a feature. The VolatilityOf-
Feature entity captures which volatility value was assigned 
to a feature. The DataRestriction entity can capture a rule 
or interval indicating the restriction of possible values for a 
feature. The PerturbationOption entity captures all infor-
mation needed for its use displayed in the tables in “Pertur-
bation Options”, namely the connection to the feature that 
should be perturbed, the scale of feature which is required, 
any additional parameters, the perturbation level and the 
generation algorithm.

Figure  7 displays a reliability assessment process 
including example subclasses for the deployment part of 
the method-specific level. An Assessment entity and its 
subclasses contain the information which is handed over 
to the analyst to decide if the prediction should be trusted 
or not, namely the perturbed test cases with their predic-
tions, for example shown in Table 14 or the value for the 
calculated local measure. Each Assessment entity has a 
connection to the modeling entities which were used to cre-
ate the assessment, for example, the perturbation options 
(PerturbationOption) used to create the perturbed test cases 
assigned to the perturbation assessment. The Classification-
Case entity captures the input data for the new use case for 
which the prediction should be assessed, for instance, the 
data row in CSV format. The method-specific process may 
be extended if there are further activities or entities impor-
tant for assessing the reliability of the method’s prediction.

It is possible to define subclasses of entities where some 
of the needed information is already filled in and captured 
at the method-specific level to be instantiated for different 
problems. For example, a perturbation option to perturb 
all available values of a feature is not only useful for the 
problem it was initially developed, but can be used for all 

classification problems. A subclass of PerturbationOption 
is added to the method-specific process where the required 
scale of feature, the needed parameters and the generation 
algorithm is already assigned to the specific values for the 
PertubAllValues option.

Problem Level

The third and last level of the reference process is named 
problem-specific. Given a method-specific process, it can 
be used for any prediction problem which uses this method 
for its predictions. Instances of the method-specific activities 
and entities can be created for each problem case as shown 
in Figs. 8 and 9. For example, the method-specific process 
for classification does contain an activity named ChoiceO-
fAssessmentApproach, which is now instantiated for our 

Fig. 8  KG of development phase for telemarketing at problem level (Note: Color coding according to Fig. 3)

Fig. 9  KG of deployment phase for telemarketing at problem level 
(Note: Color coding according to Fig. 3)
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telemarketing use case. The project team decides that the 
perturbation approach is used for our telemarketing use case 
and captures this decision as the PerturbationInTelemar-
keting entity including all specified properties, for example, 
the date of the decision and the agents who are responsible 
for it. All possible data understanding and data preparation 
steps are instantiated and the gathered knowledge is saved 
as entities within the problem-specific KG. During the data 
understanding and the data preparation stage, the scale of 
the features marital (ScaleOfMaritalFeature) and balance 
(ScaleOfBalanceFeature) was gathered and captured 
as Nominal and Cardinal. Assuming that the balance of 
the used accounts cannot be negative, this data restriction 
was documented and saved as an entity (BalanceFeature-
Greater0). Furthermore, the volatility of the feature balance 
was stated as medium volatile (BalanceFeatureMedium-
Volatile) and saved as entity. Given all the information cap-
tured in the various instantiated entities, they can be used as 
indicator for the creation of modeling entities, for example, 
for the creation of perturbation options shown in “Pertur-
bation Options”. Based on these information, the project 
team can create perturbation options, for example, a pertur-
bation option (Perturb10PercentBalance) to perturb the 
feature balance in an area ± 10% around its real-world value 
based on the information that the feature is cardinal and does 
have a medium volatility. Figure 16 shows this perturbation 
option with all assigned properties specified in Table 1.

After the development of the perturbation options, they 
are used during deployment to help with the assessment of 
new prediction cases. Figure 9 shows the problem-specific 
level KG of the deployment phase for telemarketing. Each 
new ClassificationCase is used together with the perturba-
tion options to receive an assessment about the reliability 
of the model’s prediction saved as entity in the problem-
specific KG. Figure 17 shows an example that illustrates the 
problem-specific KG, including properties for the scenario 
used for Table 14. Figure 16 shows an example extract from 
the KG, focusing on the perturbation option to check the 
10% radius around a feature.

Business Understanding

Business understanding is the first stage of the CRISP-DM 
and, therefore, the starting point for a data mining project. 
The business understanding stage determines the most 
important project parameters. Besides budget and general 
project plan the development team defines the project’s 
business goals and data mining goals. In addition to these 
parameters and goals, the team must decide in which way the 
reliability of the predictions should be assessed.

The data mining goals influence the decision of predic-
tion method, e.g., classification, which in turn influences 

the choice of method for reliability assessment. The devel-
opment team may follow previously defined best practices, 
including the use of already developed methods for reliabil-
ity assessment. The development team may, however, also 
define and document their own method-specific activities, 
including the design of a reliability assessment method 
along with capturing the required metadata. For example, 
the development team may choose among the two prede-
fined reliability assessment approaches perturbation of input 
cases and use of local quality measures, which are specific 
to classification problems. Accordingly, the development 
team must decide if one or both predefined approaches are 
suitable in the specific context. In case of the use of local 
measures the development team would have to ensure access 
to the training data after deployment in order to be able to 
calculate the local measures. The perturbation approach 
may be a good fit if the project team is interested in find-
ing sensitive input features. The development team also 
has to decide if any method-specific activities, including 
the specific reliability assessment approaches, are suitable 
for the specific business problem. A predefined reliability 
assessment approach possibly also requires further adaptions 
in order to be useful for a particular problem. This paper 
describes two reliability assessment approaches for the clas-
sification-specific process (at the method-specific level of 
the reference process), namely the use of local quality meas-
ures and the perturbation of input cases. Future work will 
investigate additional approaches and other method-specific 
processes, e.g., the adaption of the perturbation approach 
for a regression-specific process for reliability assessment.

Example 1 (Choice of assessment approach) In order to be 
able to apply methods to assess the reliability of individual 
predictions later the development team first has to choose 
which method should be employed, if any. The development 
team may, for example, choose local quality measures for 
the assessment of reliability, which requires access to the 
training data of the prediction model. The activities in the 
subsequent stages must then ensure that the training data are 
made available for the reliability assessment after deploy-
ment. This additional effort—granting access to the training 
data at all stages—must be considered in the planning stage 
of the data mining project. Furthermore, the business back-
ground may prevent the development team from choosing 
a specific approach, e.g., due to data privacy regulations, 
which may prevent the development team to make the train-
ing data available after deployment.

The generic level comprises a generic BusinessUn-
derstandingEntity and BusinessUndetstandingActiv-
ity, where the BusinessUnderstandingEntity is gen-
erated by a BusinessUndetstandingActivity. On the 
method-specific level, different subclasses of the generic 
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BusinessUndetstandingActivity and the generic Busi-
nessUnderstandingEntity are introduced. An example of a 
method-specific subclass of a BusinessUndetstandingAc-
tivity is the ChoiceOfAssessmentApproach. The business 
understanding task ChoiceOfAssessmentApproach can 
be represented in the knowledge graph as a specialization 
of the generic BusinessUndetstandingActivity (Fig. 10). 
An example of a method-specific subclass of a Busines-
sUnderstandingEntity is the AssessmentApproach; we 
describe two potential approaches in this paper, namely local 
measure approach and perturbation approach. On the prob-
lem-specific level, instances of the method-specific activities 
and entities are created, which contain concrete values for 
one specific problem case of the method, for example, the 
ChoiceOfAssessmentApproachInTelemarketing prob-
lem case and the instance of the PerturbationApproach 
that was chosen for the assessment of the reliability of pre-
diction results in the telemarketing problem case.

Data Understanding

Different data mining projects use different kinds of input 
data, for example, structured data, streaming data, images, or 
videos. In order to achieve a certain business or data mining 
goal, the required data must be collected. During the data 
understanding stage the required data are collected and the 
quality of the data must be assessed. While collecting data 
from various sources, inaccuracies may slip into the values, 
e.g., due to transmission errors, or it may not be possible 
to precisely capture a value, e.g., in case of sensor data. 
Any information about these inaccuracies should be docu-
mented in order to be later used for reliability assessment. 
If the development team cannot quantify the inaccuracies 
by stating a window which the true value lies within, the 
development team should at least document that a feature 
may not represent the precise value. An example for such 
an inaccuracy of collected data is sensor imprecision [24]. 
Potential imprecision should be stated for every feature and 

since there is often more than one method or device involved 
in the gathering, there can be multiple windows per feature.

Data understanding and data preparation are necessary 
steps in every data mining project to come up with a high 
quality training set for the predictive models. Each data point 
in the data set has to be extracted from a real-world data 
source. Furthermore, the data typically have to be cleaned 
and transformed before they can be used to train a predic-
tive model. In this paper we focus on the use of structured 
data and leave the investigation of reliability assessment for 
analyses of other kinds of data to future work. In the follow-
ing we describe guidelines and possible information sources 
during the data understanding and data preparation stages, 
which can then be used to assess the reliability of the pre-
dictions later.

Level of measurement Given structured data, each fea-
ture can be categorized into one of three levels of measure-
ment (or scale of feature): nominal, ordinal and cardinal. 
The level of measurement should be determined during the 
data understanding stage because information regarding the 
level of measurement can later be used for reliability assess-
ment. Some approaches may be different based on the level 
of measurement and, therefore, the level of measurement 
must be recorded.

Example 2 (Level of measurement) It is important to know 
which level of measurement is assigned to an input feature 
to apply further reliability assessing actions including calcu-
lations. For example, one cannot calculate an area of ± 5% 
around a nominal feature such as the marital status. Ordi-
nal features characterize themselves through a given order 
between the distinct values, for example, the size of t-shirts, 
where we have small, medium and large which can be clearly 
ordered from large to small. Cardinal features can be used 
for any kind of calculations, for instance, an account balance 
of 1000 $ can be added to a balance of 2000 $.

Feature volatility Different features have a different real-
world volatility: some values change more frequently than 
others. Capturing the real-world value of a feature that is 
valid for a longer period of time can be difficult when the 
feature is volatile and its real-world value changes quickly. 
For example, a sensor measuring the wind speed at an air-
port may serve a different value compared to the measure-
ment a minute ago. Compared to such volatile features, there 
are also features that do not change constantly and once their 
value is determined there is no inherent uncertainty as to the 
current value. For example, a feature indicating if a customer 
has already been contacted for an advertisement campaign 
can assume the values “yes” or “no”. There are no values 
in between and the distinction is clear. If the month of the 
advertisement phone call is documented, there is no inherent 
uncertainty about the real-world month.Fig. 10  Example of KG for business understanding
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Example 3 (Feature volatility) Consider the monthly sal-
ary of a self-employed worker. Depending on the current 
work situation, the monthly salary will vary from earning a 
considerable amount (good work situation) to earning very 
little or even nothing (bad work situation), which leads to 
a volatile monthly salary. On the other hand, consider the 
education of a person in their thirties. The probability that 
there will be a big change in that person’s education is rather 
low. Therefore, the education level will stay constant once a 
person reaches a certain age. A value being volatile can be a 
problem when using that value as the basis for a prediction. 
For example, a model predicts that a person with a monthly 
salary of 2000 $ (and other feature values) will not be able 
to pay back a requested loan. The salary being a volatile 
feature, if the prediction in that case would change if the 
monthly salary’s real value were slightly higher, e.g., 2500 $, 
and if such a variation in that case were a realistic possibil-
ity, the prediction would not be very reliable.

Restrictions on features Depending on the feature, pos-
sible value restrictions may be in place. Restrictions can 
be either formal or domain-specific. Formal restrictions are 
problem-independent. For example, a person’s age cannot 
be negative. In addition to formal restrictions, there can be 
domain-specific restrictions that may vary from problem to 
problem. For example, to open a bank account, a person 
must be over 18 years old. This restriction applies to a spe-
cific problem and restricts the feature values to start at the 
age of 18.

Example 4 (Restrictions on features) A feature can be sub-
ject to certain restrictions such that features cannot take on 
values beyond the specification of the feature. A data set on 
different aircraft types may contain the characteristic maxi-
mum fuel tank size. For perturbation, this means that the 
current fuel level at the start of the aircraft cannot be higher 
than the maximum fuel tank size and, therefore, should not 
be perturbed beyond that maximum fuel tank size.

Data accuracy The data used in the analysis may have 
been collected using various methods. Depending on the 
collection method different kinds of precision can be stated. 
Any imprecision within the data may pose problems for the 
reliability of the predictions.

Example 5 (Data accuracy) A value may be rounded when 
gathering the data. For example, a salary given in hundreds 
is most likely not the exact value but in reality slightly less 
or more due to various reasons. Therefore, it is important 
to note the possible range of rounded values. Given the sal-
ary in hundreds, e.g., 1 000 €, the original interval may be 
[950 €, 1 050 €] and the real-world salary is anywhere within 
this interval. If any kind of technical device, e.g., a sensor, 

is used to collect the data, the accuracy of the device should 
be stated. This information may be as absolute values, for 
example, the measured value is correct within the range 
± 0.5, as relative value, e.g., ± 5%, or as accurate to a cer-
tain number of decimal places.

Figure 11 shows an example of how data understanding 
activities and entities are represented in the knowledge 
graph. The generic level represents a generic DataUn-
derstandingActivity and DataUnderstandingEntity, 
where the DataUnderstandingEntity is generated by a 
DataUnderstandingActivity. On the method-specific 
level, different subclasses of the generic DataUnder-
standingActivity and DataUnderstandingEntity are 
introduced. Examples of method-specific subclasses of a 
DataUnderstandingEntity are: the ScaleOfFeature, a 
DataRestriction, or the VolatilityOfFeature. Examples 
of method-specific subclasses of a DataUnderstandin-
gActivity are: the DeterminationOfScaleOfFeature, 
the DeterminationOfDataRestriction, or the Determi-
nationOfVolatilityOfFeature. On the problem-specific 
level, instances of the method-specific activities and 
entities are created, which contain concrete values for a 
specific problem case, for example, the activity Deter-
minationOfScaleOfFeaturesInTelemarketing, or the 
entity ScaleOfBalanceFeature containing the scale of 
the feature balance, which is indicated to be Cardinal.

Fig. 11  Example of KG for data understanding
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Data Preparation

Once the data collection is finished and all the required data 
are available, the data preparation stage consists of apply-
ing different techniques to improve the data quality and to 
transform the data into a format suitable to serve as training 
data for a predictive model. Data quality can be improved 
along multiple directions: in terms of accuracy, consist-
ency, incompleteness, noise or interpretability. The used 
techniques may alter or estimate feature values of training 
samples. The used techniques and the applied transforma-
tions should also be documented because they can be a rea-
son why inaccuracies compared to the raw real-world values 
are included in the final training data set. Examples for such 
techniques may be to bin a feature into a defined number of 
groups for numerosity reduction or the imputation of mean 
values for missing values. The bin value summarizes all data 
points in the bin and may differ from the real-world value 
lying anywhere within the range of the bin. Furthermore, the 
imputation of estimations for missing values may be another 
potential concern when assessing the reliability of a predic-
tion. In the following, we enumerate several example cases 
where reliability-related information should be collected 
during data preparation.

Binning Numerosity reduction can be helpful to better 
find patterns within a data set. One numerositiy reduc-
tion technique is binning. The value space of a feature is 
divided into areas named bins. Each data point within a 
bin is substituted by the same value representing this bin, 
for example, the middle value of the bins’ range. Since the 
binned value is an estimate of the original value and may 
serve in later steps to assess the reliability of a prediction 
it should be documented together with the bin range.

Example 6 (Binning) Given that the amount of different val-
ues for a feature is very high, it can be fruitful to categorize 
them into groups. For example, the given monthly salary 
of possible telemarketing customers can be different up to 
two decimal places. Therefore, it is a common technique for 
numerosity reduction to assign each value in a previously 
defined bin. These bins can be, for example, [0$, 1500$[, 
[1500$, 5000 $[, and [5000 $, ∞ [ and for each member of a 
bin, the mean value of all the members is used. For instance, 
if the bin [0$, 1500 $[ contains the values 500 $, 1000 $ 
and 1200 $ then all of the three examples will be used with 
the mean value of 900 $ for all further tasks. This can lead 
to reliability problems if a prediction is based on the value 
900 $ instead of the real-world value which is anywhere 
within the bin range.

Regression functions If a regression function is used 
during data preparation to smooth a noisy feature the 

evaluation metrics of this regression function, e.g., the root 
mean squared error (RMSE), should be documented by 
the development team. The RMSE represents the amount 
that a predicted value deviates on average from the actual 
observed values. In later stages of the CRISP-DM, it may 
be interesting to investigate the reliability of the predic-
tions using the collected regression evaluation metrics.

Example 7 (Regression functions) In order to smooth a 
noisy feature, a regression function can be used to retrieve 
a feature value instead of the actual value. Assuming that 
a regression function for the amount of needed fuel of an 
aircraft is fitted depending on the travel distance, the aircraft 
type and the payload, the RMSE can be used as good indica-
tor for reliability assessment, for example, used as range in 
a perturbation option.

Missing values Various techniques exist to handle missing 
values in a raw data set. One of the most basic techniques 
is to simply impute the mean value of the feature for any 
missing value. There are also more sophisticated methods to 
deal with missing values, e.g., Markov chains. The employed 
method for handling missing values should be documented 
and may be later used for reliability checking.

Example 8 (Missing values) The handling of missing values 
is important in order to train a reliable prediction model. 
Assuming that during training of the model a specific 
method to substitute missing values in the training set was 
chosen, that same method should also be used for handling 
missing values in new prediction cases. For instance, if 
the mean value of all monthly salaries is used for missing 
monthly salary values, then this value should also be used 
for missing monthly salary values in new prediction cases. 
Since the imputation of a missing value is just an estimate, 
the real value can deviate from this estimate which may lead 
to a changed prediction.

The list of data preparation techniques described in this 
section is not exhaustive and can be extended in the context 
of a specific project. In general, all of the performed tech-
niques during data preparation that alter or transform the 
data set should be documented. This information may serve 
as input for different reliability assessment approaches in the 
later stages of the CRISP-DM as described in “Modeling and 
Evaluation” and “Deployment”.

Figure 12 illustrates how data preprocessing activities and 
entities are represented in the knowledge graph. The generic 
level provides a generic DataPreparationActivity and a 
generic DataPreparationEntity, where the DataPrepara-
tionEntity is generated by a DataPreparationActivity. On 
the method-specific level, different subclasses of the generic 
DataPreparationActivity and DataPreparationEntity are 
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introduced. An example of a method-specific subclass of a 
DataPreparationEntity is the routine for handling of miss-
ing values (HandlingOfMissingValue). An example of a 
method-specific subclass of a DataPreparationActivity is 
the documentation of how missing values are handled in 
the data set (DocuOfHandlingOfMissingValues). On the 
problem-specific level, instances of the method-specific 
activities and entities are created, which contain concrete 
values for one specific problem case of the method, for 
example, the activity to document the handling of missing 
values in the telemarketing problem case (DocuOfHandlin-
gOfMissingValesInTelemarketing), or the entity contain-
ing the approach which was used to handle missing values 
within the telemarketing problem case, for example, to 
replace missing values with the mean value of the column 
(ReplaceWithMean).

Modeling and Evaluation

In this section we describe the development of two reliability 
assessment approaches, namely the use of perturbed input 
cases and the use of local measures. Depending on the used 
data analysis method (clustering, classification, regression, 
etc.) and the specific prediction problem—for the method 
classification, for example, this can be prediction of default-
ing loans, forecasting whether it will rain on the next day 
or not, predicting flight delay risk classes, etc.—different 
approaches using different parameters can be useful. The 
implemented approaches can then be used by business users 
during deployment to get an insight into the reliability of a 
specific prediction case. In this paper, we describe two reli-
ability assessment approaches in detail: the perturbation of 
test cases and the use of local quality measures.

Perturbation of Input Cases

Our perturbation approach consists of two main elements, 
namely the perturbation options and the perturbation modes. 

We further describe which and how information gathered in 
during data understanding and data preparation stages influ-
ences the creation of perturbation options.

Perturbation Options

A perturbation option describes an algorithm to generate 
neighboring values for a given input value. Each perturba-
tion option is assigned a feature from the data set. The value 
of this feature is the input value for which the neighboring 
values are created. The thus created neighboring values are 
then inserted, instead of the original value, into the original 
case resulting in perturbed test cases. Furthermore, the thus 
created perturbed test cases are handed over to the model 
and receive predictions. A user can examine, if the predic-
tions for these cases are different compared to the predic-
tion of the original case. Regarding this approach we took 
inspiration in the field of numerical mathematics, where the 
condition number measures the effect of a changed input to 
the output of a given function [6]. Depending on which algo-
rithm the input value should be altered, additional param-
eters may be needed, for example, the precision of a sensor 
used during data collection or the borders of a search inter-
val. Several influencing factors for the creation of perturba-
tion options and their assignment to features are described 
in “Perturbation Options”. Furthermore, each perturbation 
option is assigned one of three perturbation levels, namely 
red—perturbed test cases must not change the prediction 
because one cannot be sure about the real-world value within 
the perturbation range—orange—perturbed test cases may 
change the prediction because a borderline case between two 
classes can be reached—or green—perturbed test cases are 
expected to change the prediction. These perturbation levels 
may indicate how critical a changed prediction, based on the 
perturbed values might be, assisting the analyst during the 
assessment of the reliability of a prediction.

In the following we represent a collection of possible 
perturbation options. A perturbation option has the prop-
erties name, scale of feature, perturbed feature, additional 
values and the perturbation level. The scale of feature is 
important for the generation algorithm because it is not 
possible to perform calculations with nominal and ordinal 
data. The perturbation level depends on characteristics of 
the perturbed feature and is therefore changeable for each 
option. For example, a perturbation option to perturb an 
input value by ± 10% can be used to perturb a highly vola-
tile feature which may change the prediction (perturbation 
level orange), but also to perturb the precision range of a 
measured feature which must not change the prediction 
(perturbation level red). The generation algorithm then 
takes as input the original feature value of a use case, 
which is referred to as origValue in the algorithm. The 
algorithm systematically alters a feature value of the input 

Fig. 12  Example of KG for data preprocessing



SN Computer Science           (2024) 5:563  Page 15 of 27   563 

SN Computer Science

case, repeatedly invoking the nextPertVal function to spec-
ify another perturbation of a feature value. The presented 
collection of perturbation options is not exhaustive and 
may be extended for each new problem.

Table 1 shows a perturbation option for a cardinal feature 
value. The input value is increased and decreased by 10% in 
steps of one percentage points. Applying this perturbation 
option to a feature value will choose the perturbation range 
relational to the the given value. Lower input values will be 
perturbed within a smaller range compared to higher input 
values.

Table 2 shows a perturbation option intended to be used 
for a feature captured by a sensor. In addition to the fea-
ture value, the precision of the sensor in per cent should 
be handed over the perturbation option. Since one does not 
know the exact real-world value, it might be good to have a 
look at more values within the possible range indicated by 
the precision of the sensor. If the prediction changes for any 
perturbed test case from the area included in the precision, 
the prediction for the input case might not be very reliable. 

This sets the perturbation level for this perturbation option 
to red.

Table 3 shows a perturbation option which increases the 
input value step by step by a specified amount.

Table 4 shows a perturbation option which decreases the 
input value step by step for a passed amount.

Table  5 shows a perturbation option which takes as 
input the borders of a desired perturbation range and the 
number(steps) of perturbed values that should be generated 
in this range. The range is divided by the steps and a per-
turbed value for each step is returned.

Table 6 shows a perturbation option for an ordinal input 
value. The perturbation option requires an ordered array 
including all possible values for the specified feature and the 
number of steps how many perturbed values should be cre-
ated. Depending on the input value, the perturbation option 
will return perturbed values following the ordering of the 
feature.

Table 7 shows a perturbation option that can be used 
with ordinal or nominal features. The perturbation options 
requires an array including all possible values for the speci-
fied feature. It will return all other possible values as per-
turbed values.

Influencing factors

In order to assess the reliability of a prediction using the per-
turbation approach, an analyst wants to find suitable pertur-
bation options, which tackle possible reliability problems in 
the data set. We demonstrate how to use the previously gath-
ered information regarding the data set and the applied data 
preparation steps for the creation of perturbation options. 
To this end, we discuss the following influencing factors.

Influence of level of measurement While working with 
structured data, each feature is assigned to one scale of fea-
ture. Given these scales, we can apply different perturbation 
operations on the features. Nominal features do not provide 
any natural order, which means one cannot take “the next” 
element or apply calculations on them. One way to perturb a 
nominal feature would be to swap all available values shown 
in Table 7. Ordinal features provide a natural order but the 
distances between the elements can be different. This means 
that it is also not possible to apply calculations on ordinal 
features. It is possible to also swap all available values but 
since there is an order given, one might also use a fixed num-
ber of steps in one or both directions, for example, shown in 
Table 6. Cardinal features can be used in calculations and 
may be perturbed in relative or absolute manner. Table 2 
can, for example, be used together with a cardinal feature to 
perturb a percentage range around the given value.

Example 9 (Influence of level of measurement) Given that 
the level of measurement is divided into the three values 

Table 1  Perturbation option 10%

Perturbation option

Name percent10
Scale of feature cardinal
Perturbed feature featureName
Additionally required values –
perturbation level Orange

Generation algorithm

for(i = 1; i <= 10; i++){

 nextPertVal(origValue * (1 + i

100
)

 nextPertVal(origValue * (1 - i

100
)

}

Table 2  Perturbation option sensorPrecision

Perturbation option

Name sensorPrecision
Scale of feature cardinal
Perturbed feature featureName
Additionally required values sensorPrecision%
perturbation level Red

Generation algorithm

for(i = 1; i <= 10; i++){

 nextPertVal(origValue * (1 + ( sensorPrecision%
1000

 * i))

 nextPertVal(origValue * (1 - ( sensorPrecision%
1000

 * i))
}
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nominal, ordinal and cardinal, different perturbation options 
are useful depending on the actual level of measurement of 
a feature. Nominal features do not have any kind of order-
ing, nor cannot be done any calculations with these values. 
Therefore, the number of perturbation options are limited to 
algorithms not depending on these properties. For instance, 
it is always possible to perturb a feature value by all available 

values. The feature marital status contains the values single, 
married and divorced. Any given value can be perturbed 
by the other two. This is also be valid for ordinal features. 
They are also offering the possibility to chose the next value 
instead of a random one. For example, consider the size of 
a t-shirt. Given that the input case has a size value of small, 
it may be more useful to perturb the next value in the order 
before using a random value from the value range of the 
feature. A perturbation utilizing the order of the feature can 
be used, to receive the neighboring values which would be 
medium in this case. Considering cardinal values the use 
of a perturbation option inserting all available values is not 
optimal, thinking of the huge range of different values for 
any kind of number like the monthly salary or the account 
balance. Therefore, other kinds of perturbation options can 
be used to receive the best opportunity of assessing the reli-
ability of a prediction. For instance, use a fixed value or a 
percentage value as perturbation range, where possible per-
turbed values are chosen from. Assuming that the monthly 
salary is always rounded to hundreds, it is advisable to check 
more values around the feature value given for the predic-
tion. The real-world value of a monthly salary of 1200 $ 
may be anywhere between 1150 $ and 1250 $. Choosing five 
values below 1200$ and five values above raises an analyst’s 
confidence that the prediction is not changing any of the 
possible real-world salary values.

Influence of feature volatility The real-world volatility of 
a feature may be a good indicator for the creation of a pertur-
bation option. If a value is known to be very volatile in the 
real world, it might be helpful to perturb this value within a 
suitable range based on the approximate range of the volatil-
ity using the perturbation option shown in Table 5. Given 
a very stable feature, it might be less likely that there are 
inaccuracies in the value and a smaller range of a perturba-
tion option used together with this feature may be suitable.

Example 10 (Influence of feature volatility) Given a feature 
value where the real-world value is not known within an 
interval or cannot be determined properly is a good indicator 
for a perturbation option. This is the case for highly vola-
tile features. Example 3 mentioned the monthly salary as an 
example for a potentially highly volatile feature. Following 
other classification examples, for example, in [25] where 
the goal was to predict a delay class for flight scenarios, 
the wind speed measured at a specific time is considered as 
highly volatile. Measuring the wind speed a few times mul-
tiple seconds apart, can yield highly different values. There-
fore, it is suggested to perturb the received value within a 
chosen interval. The interval is chosen using domain knowl-
edge about the perturbed feature, for example, assuming that 
a measured wind speed of 85 km/h may vary about 20 km/h 
within one minute, a perturbation option selecting multiple 

Table 3  Perturbation option fixedAmountInSteps+

Perturbation option

Name fixedAmountInSteps+
Scale of feature cardinal
Perturbed feature featureName
Additionally required values Amount, steps
perturbation level Orange

Generation algorithm

for(i = 1; i <= steps; i++){
 nextPertVal(origValue + (i * amount))
}

Table 4  Perturbation option fixedAmountInSteps-

Perturbation option

Name fixedAmountInSteps-
Scale of feature cardinal
Perturbed feature featureName
Additionally required values Amount, steps
perturbation level Orange

Generation algorithm

for(i = 1; i <= steps; i++){
 nextPertVal(origValue - (i * amount))
}

Table 5  Perturbation option perturbRange

Perturbation option

Name perturbRange
Scale of feature cardinal
Perturbed feature featureName
Additionally required values lowerBound, upperBound, steps
perturbation level Orange

Generation algorithm

range = upperBound - lowerBound
for(i = 1; i <= steps; i++){
 nextPertVal(lowerBound + ( range

steps
 * i))

}
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values from the interval [65 km/h, 105 km/h] is highly valua-
ble to asses the reliability of a prediction using the input case 
with the wind speed of 85 km/h. This example shows that 
information can also be dependent on the time. Following 
the weather forecast, one can define different volatility lev-
els for different time periods. For instance, the information 
that wind gusts are less likely in the afternoon can change 
the volatility level from highly volatile to medium volatile 
and therefore changes the perturbation range for this feature 
during the assigned time period.

Influence of restrictions on features Formal or domain-
specific value restrictions might be in place for features 
included in the data set. If a perturbation option would 
return a value which is violating any given restrictions, the 

perturbed test case can be discarded. This can reduce the 
number of total perturbed test cases and fasten the perturba-
tion approach.

Example 11 (Influence of restrictions on features) Perturba-
tion options are following a defined algorithm to perturb a 
given value in a defined manner. This generic problem-inde-
pendent algorithm is not aware of possible data restrictions, 
which can restrict the amount or interval of possible values 
for a feature. For instance, we want to use a perturbation 
option on the feature age. Given the use case that we want 
to sell a long-term deposit to customers, we have to consider 
possible value restrictions about the age feature. If a pertur-
bation option would result in an age which is not possible, 
for example, −1 years old, there is no need to retrieve an 
prediction for this perturbed test case. The same applies if 
there may be legal restrictions in place, for instance, that a 
person has to be over 18 years old to be allowed to make a 
long-term deposit. Since the prediction of each perturbed 
test case is using computing time, we recommend to restrict 
the prediction of perturbed test case only to valid examples. 
From the last example follows that perturbed test cases, 
including the age values 17, 16 and 15 would be discarded 
and not forwarded to the model to receive a prediction. This 
can speed up the whole application of perturbed test cases 
for a specific input case.

Influence of data accuracy The accuracy of a feature may 
be a good starting point for the definition and assignment of 
perturbation options. If the accuracy values of the features 
are documented, it might be a good idea to perturb the given 
values within the interval of the accuracy. In case the we 
do not know the exact real-world value the final prediction 
should not change given any of the values within the accu-
racy interval. Perturbation options dealing with this kind 
of information should be assigned a red level. The creation 
of an accuracy-related perturbation option for any kind of 
known imprecision included in feature values, e.g, the per-
turbation options in Tables 1 and 5, is useful for reliability 
assessment.

Example 12 (Influence of data accuracy) If it is possible 
to find out the accuracy of a feature value, this is a very 
good indicator for a perturbation option. For example, if 
the temperature of a room is measured using a temperature 
sensor, the given accuracy must be used within a perturba-
tion option to ensure that the prediction does not change 
within the accuracy interval of the sensor. A value of 20 ◦ C 
measured with a precision of 10% below or above must be 
perturbed within the interval [18, 22] ◦ C. If the final predic-
tion changes while just chaining values within this interval, 
the final prediction is not reliable since one cannot be sure 

Table 6  Perturbation option perturbInOrder

Perturbation option

Name perturbInOrder
Scale of feature ordinal
Perturbed feature featureName
Additionally required values steps, values[]
perturbation level Orange

Generation algorithm

index = values.findIndexOf(origValue)
size = values.getSize()
for(i = 1; i <= steps; i++){
if(index - i > 0)
 nextPertVal(values[index - i])
if(index + i < size + 1)
 nextPertVal(values[index + i]))
}

Table 7  Perturbation option perturbAllValues

Perturbation option

Name perturbAllValues
Scale of feature nominal & ordinal
Perturbed feature featureName
Additionally required values values[]
perturbation level Orange

Generation algorithm

index = values.findIndexOf(origValue)
size = values.getSize()
for(i = 1; i <= size; i++){
if(i != index)
 nextPertVal(values[i])
}
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about the exact real-world value of the temperature due to 
the precision of the sensor.

Influence of binning During data preparation binning can 
be applied to continuous features for numerositiy reduction. 
Applying this technique replaces the real-world value of a 
feature with a value representing the whole bin, for instance 
the mean value. This concludes that the exact real-world 
value is not known anymore and lays anywhere within the 
range of its assigned bin. A perturbation option, for instance, 
shown in Table 5, can be used to perturb the range of the 
binned value to ensure that choosing any other possible 
value from the bin does not change the prediction.

Example 13 (Influence of binning) Given a data set where 
the monthly salary is binned in multiple different bins with 
varying intervals. A new input case contains a salary value 
of 900$ representing the mean value of all elements with the 
bin ranging from [0$,1500$[. A perturbation option assigned 
the the monthly salary should create multiple perturbed val-
ues within the bin range. The prediction must not change 
using any of the perturbed values since one cannot be sure 
about the original real-world value within the range.

Influence of regression function metric To avoid storing 
a large number of different values, a regression function can 
be trained instead of these values, which then predicts the 
values as needed. This can pose a problem for the reliability 
of predictions based on this value, since the original real-
world value is no longer used but the one estimated by the 
regression function. A perturbation option can be used to 
examine the area around this predicted value, for instance, 
using the perturbation option shown in Table 5 with the the 
RMSE as lower and upper bound. Metrics of the regres-
sion function can be used as an indicator of the radius of 
perturbation.

Example 14 (Influence of regression function metric) A data 
set contains multiple features about flights, including the 
fuel required for the flight. Assuming that a regression func-
tion is used to predict the required fuel, based on the features 
travel distance, aircraft type, and payload, instead of stor-
ing each individual fuel value, one cannot be sure about the 
exact real-world fuel value anymore. A perturbation option 
can be used to the create perturbed test cases using similar 
fuel values. The RMSE serves as a good indicator for the 
range of the perturbation.

Influence of missing values The handling of missing 
values is necessary in the majority of existing data sets. 
Multiple approaches, for example, using the mean value of 
a feature are available to replace missing values with the 
most probable value. Since one cannot be sure about the 

real-world value when using a replaced value, this can pose a 
problem for the reliability of predictions based on this value. 
The use of a perturbation option that produces perturbed 
values is recommended to get an assessment of the reliability 
of this value, for instance, using the perturbation options in 
Table 3 and 4 to perturb the value upwards and downwards.

Example 15 (Influence of missing values) Given a data set 
of weather data that is to be used to predict whether it will 
rain the following day. The input data of today’s weather has 
a missing value for the temperature and this is replaced with 
the mean value of the last 30 days. Since one cannot be sure 
whether this mean value corresponds to the real-world value, 
a perturbation option can be created to receive multiple val-
ues similar to the given mean value. If changing this mean 
value leads to a changed prediction in the end, the reliability 
of this prediction has to be further investigated.

Perturbation Modes

The more perturbed test cases are examined the better the 
reliability can be assessed in the end. In the ideal case, each 
potential possible value of a feature should be used to cre-
ate perturbed test cases and to receive a prediction for them. 
Furthermore, only perturbing the cases feature by feature 
excludes possible combinations of different perturbed fea-
tures. Therefore, it is also necessary to create perturbed test 
cases where two or more features are replaced by a perturbed 
value. Since it is not practical and sometimes not even pos-
sible to create all potential perturbed cases due to restrictions 
regarding execution time or number of cases (number of per-
turbed test cases grows exponentially with each additional 
perturbed feature value), it is necessary to specify an opera-
tion mode. The operation mode regulates the order in which 
perturbed test cases are created and predicted by the model. 
Different prediction problems might need different pertur-
bation modes depending on the urgency of the reliability 
assessment. Each perturbation mode creates perturbed cases 
until either all possible combinations of different perturbed 
values,created by a perturbation option, are provided, or a 
specified maximum execution time is reached.

We propose three different perturbation modes, namely 
full, prioritized and selected. To demonstrate the order in 
which the perturbed cases are created, Tables 8, 9, and 10 
show examples of perturbed values resulting from three 
perturbation options applied on the features age, marital 
and default. The first line represents the original value and 
the following rows represent the perturbed values resulting 
from the perturbation options used on the original feature 
from the first line.

Full mode The first operation mode is full, which com-
putes all possible combinations of perturbed values from 
the used perturbation options. The mode starts by iterating 
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through all perturbed values received from the selected 
perturbation options. The order in which the perturbed 
values are used for the creation of the perturbed cases 
is not defined specifically. Each perturbed value of each 
perturbation option is inserted into the original case for 
the specified feature. The thus created perturbed cases are 
then forwarded to the model to receive a prediction. Once 
more than one feature of the data set should be perturbed, 
all combinations of perturbed values are created. The full 
mode stops if all combinations are created or a maximum 
execution time is reached.

Example 16 (Full mode) Table 11 shows an example of the 
creation of perturbed test cases. The first row represents the 
original case, whose prediction should be analyzed regard-
ing reliability. Each following row represents a perturbed test 
case. The mode starts with the perturbed values for age and 
iterates through all values. When all perturbed values of age 
are used, the next feature will be replaced with its perturbed 
values. Furthermore, all combinations of perturbed values 
will be created.

Prioritized mode The second operation mode we intro-
duce is named prioritized. Keeping in mind that the number 
of perturbed cases can grow exponentially, the prioritized 
mode gives the user the option to prioritize features. This 
means that perturbed cases including a perturbed value of a 
respective case’s features will be created in advance.

Example 17 (Prioritized mode) For example, if an analyst 
knows that the feature age is important during the analysis, 
it can be stated that all perturbed test cases including per-
turbed values of age should be created before the remainder 
of the cases. Table 12 shows example cases. Since age was 
flagged as prioritized all perturbed cases, including a per-
turbed value for age, are created in advance. In comparison 
to the full mode, the resulting perturbed test cases are identi-
cal but with a changed order, given that the creation was not 
stopped by maximum execution time.

Selected mode The selected mode allows the analyst to 
select a number of features which should be used for the 
creation of perturbed test cases. Instead of generating all 
possible perturbed cases, only combinations of the selected 
features are used resulting in a subset of cases compared to 
full or prioritized mode. Specific features or specific feature 
values that are not interesting from a business perspective 
can be skipped for the benefit of faster execution time or 
to receive an assessment using only a defined number of 
features.

Example 18 (Selected mode) Table 13 displays an example 
where only age and default are selected for perturbation. The 

perturbation option for default is still available but assumed 
to be of minor importance for this exact use case. All com-
binations of the selected features are created and then used 
for the final assessment of the prediction.

After the first definition of the perturbation options based 
on the gathered information these perturbation options need 
to be evaluated if they fit for the given prediction problem. 
Parameters included in the perturbation options may need 
further adjustments depending on the actual prediction prob-
lem they are intended to. During the evaluation stage of the 
CRISP-DM analysts should assess if given perturbation 
ranges are too narrow or broaden. For example, changing 
the percent values/absolute values when they are not suitable 
for the given prediction problem. It should also be assessed 
if further perturbation options may be helpful, even though 
they have not been created yet and must still be developed 
by the development team.

Figure 13 illustrates how modeling and evaluation activ-
ities as well as entities are represented in the knowledge 
graph. The generic level comprises a generic ModelingAc-
tivity, a generic EvaluationActivity, a generic Modelin-
gEntity, and a generic EvaluationEntity, with the Mod-
elingEntity being generated by a ModelingActivity and the 
EvaluationEntity being generated by an EvaluationActiv-
ity. In order to be able to evaluate an entity, this entity has to 
be modeled in the first place, therefore, an EvaluationActiv-
ity is informed by the ModelingActivity, or EvaluationAc-
tivity which generated the entity currently under evaluation. 
A new EvaluationEntity is connected to the ModelingEn-
tity or EvaluationEntity which was the starting point for the 
current evaluation. On the method-specific level, different 
subclasses of the generic modeling and evaluation activities 
and entities are introduced. Examples of method-specific 
subclasses of a ModelingEntity or EvaluationEntity are the 
definition of perturbation options (PerturbationOption) as 
shown in Tables 1, 2, 3, 4, 5, 6 and 7. A PerturbationOp-
tion (modeling or evaluation entity) can be used to derive 
further subclasses already containing some specific values, 
for example, a PerturbAllValues perturbation option where 
the generation algorithm is already defined. An example of 
a method-specific subclass of a ModelingActivity is the 
DefinitionOfPerturbationOption. An example of a method-
specific subclass of an EvaluationActivity is the evaluation 
whether a perturbation option is appropriate for a given use 
case or not (EvaluationOfPerturbationOption) and, there-
fore, may need parameter changes. On the problem-specific 
level, instances of the method-specific activities and entities 
are created, which contain concrete values for one specific 
problem case of the method, for example, the activity to 
define a specific perturbation option in the telemarketing 
problem case (DefinitionOfPerturbationOptionInTele-
marketing), or the entity Perturb10PercentBalance which 
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contains concrete parameter values related to the telemarket-
ing problem case. An example of a problem-specific Evalu-
ationActivity is the evaluation of an existing perturbation 
option in the telemarketing problem case (EvaluationOf-
PerturbationOptionInTelemarketing) which generates a 
new perturbation option that has adjusted the parameters 
of the perturbation option under evaluation, for example, to 
adjust the perturbed area above and below a given value to 
15% instead of 10%.

Use of Local Quality Measures

The second reliability assessment approach which we 
address in this paper is the use of local quality measures. 
The local measure approach can be based on a comparison 
and needs access to the training data set because the data is 
needed in order to calculate the measures. In this approach, 
the analyst compares global model measures with measures 
computed only on a subset of data around a new input case. 
An example of a local quality measure is the local accu-
racy [26]. The global accuracy indicates the percentage of 
how much input cases did get predicted correctly during 
the evaluation stage of the model overall whereas the local 
accuracy indicates the percentage of correct predicted input 
cases in a specific subspace of the input data. It may be the 
case that the quality of the model is different in different 
subspaces of the input data. Consider a global accuracy of 

85% for a given model. Some areas of the input space might 
have a better accuracy (> 85%) and some might have a worse 
accuracy (< 85%) In order to calculate a local measure, one 
needs to define the area that should be considered for the 
calculation. This can either be done by defining a fixed num-
ber of data points around the new input case or by defining a 
range where all data points within this range are considered. 
The range can either be a global distance for all given fea-
tures, for instance, the Euclidean distance or given individu-
ally for each feature, for instance, ± 10% for a salary feature 
and ± 5 years for an age feature. In this way one can get an 
insight into how well the model performs in the input data 
space around the new input data case compared to the overall 
accuracy of the whole model. If the local accuracy is much 
lower than the indicated overall accuracy an analyst should 
have a closer look on the reliability of this prediction. For 
example, a new input case in a feature space with only 60% 
local accuracy compared to 85% for the whole model has a 
significantly worse performance than stated by the global 
measure, which might be a requirement for the model to 
be used in this business use case. While using local meas-
ures, it must be assured that a reasonable amount of cases is 
considered for the calculation. This might be different from 
case to case depending on the sparseness of the area around 
the examined use case. If the number of affected cases is 

Table 8  Resulting values from perturbation option for feature age

Table 9  Resulting values from perturbation option for feature marital

Table 10  Resulting values from perturbation option for feature 
default

Table 11  Operation mode: full

Table 12  Operation mode: prioritized
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too low, the radius of the calculation should be increased or 
a different reliability assessment approach should be used 
instead of local quality measures to assess the reliability of 
this prediction.

Example 19 (Local accuracy) The global accuracy is one 
of the most often used metrics indicating the quality of a 
classification model. It is common practice to use different 
data samples for the evaluation of prediction models than the 
ones which are used for training. The samples used for the 
evaluation are the ones taken into account when calculating 
the global accuracy of the prediction model. For example, in 
Fig. 14, all points (green/striped and blue/dotted), represent-
ing test samples, are used to calculate the global accuracy 
of the model, assuming to be 85%. If there is a new predic-
tion case for which the local accuracy should be calculated, 
only test samples in a defined range around the new predic-
tion case are considered to calculate the local accuracy of 
the new prediction case. Assuming that the local accuracy 
is 60% — only considering the blue/dotted points within 
the range — the reliability of the prediction for this new 
prediction case is significantly worse than indicated by the 
global accuracy of 85% for the overall model. The prediction 
should be marked and an analyst should assess if this worse 
performance represents a problem for the final prediction 
decision.

Another example for a local measure is the local class 
ratio. Since accuracy does not differentiate between different 
classes it may be helpful to get an insight into the distribu-
tion of the classes in the local area. We are interested in how 
many of the neighboring training cases have the same label 
as our prediction. Therefore, we need to specify the range 
which is used for the calculation of the ratio. This can be 
given as absolute number of training cases that should be 
used or a distance around the prediction case. If the num-
ber of affected cases is too low, the radius of the calcula-
tion should be increased or a different reliability assess-
ment approach should be used instead of the local measure 
approach to assess the reliability of this prediction.

Example 20 (Local class ratio) The local class ratio is based 
on the distribution of the labels within the training data. For 
example, consider Fig. 14 represents the distribution of class 
labels within the training data. Receiving the prediction of 
the blue/dotted class for the new prediction case, would not 
lead to doubt about the reliability of the predicted case. If the 
prediction model predicts green/striped for the new predic-
tion case, this case should be highlighted since all training 
examples in the defined radius around the new prediction 
case were of a different class than the predicted class.

The examples for local measures given in this paper are 
not exhaustive. There might be more local measures provid-
ing more local insights about the prediction cases depending 
on the prediction method or the actual prediction problem. 
If a decision tree is used to classify a case, the distribu-
tion of the training labels can be stated for each node of the 
tree, for example. The next section shows how the proposed 
approaches are used to assess the reliability for a specific 
prediction.

Deployment

Deployment is the final stage of CRISP-DM. The trained 
and evaluated model is put into production into the daily 

Table 13  Example perturbation in selected mode

Fig. 13  Example of KG for modeling and evaluation
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business of the company. New input cases are handed over 
to the model and will receive a prediction. Analysts will use 
this predictions to decide on business actions. The previ-
ously developed reliability assessment approaches can assist 
to assess the reliability of these predictions. Depending on 
the developed perturbation options and the developed per-
turbation modes, perturbed test cases can be created and the 
predictions for this perturbed test cases can be analyzed, 
whether there are any problems while altering the input val-
ues of the new prediction case. Furthermore, given the train-
ing data, local measures can be calculated and also assist 
with the assessment how reliable a prediction for the new 
case might be.

Reliability Assessment

In order the demonstrate the use of the reliability assessment 
approaches we trained a logistic regression function over the 
data from a real-world telemarketing campaign [5]. The use 
case presented here is about predicting if a new customer 
will make a long-term deposit when contacted by phone. 
Included in the data set are different features describing the 
contacted person, e.g., age, marital status, education, con-
tact information, and existence of any kind of loan, but also 
features regarding previous campaigns. The labels for the 
prediction are either yes, the customer will make a long-
term deposit or no, the customer will not make a long-term 
deposit. The feature previous call duration was excluded 
from the model because we do not know the duration of the 
phone call in advance of calling a person and therefore we 
cannot use it for the prediction. Three perturbation options 
were created to perturb the features marital, default and bal-
ance and we used the full perturbation mode for the creation 
of the perturbed test cases. Table 14 shows an example of 
the created perturbed test cases.

Example 21 (Perturbation of input cases) Table 14 shows 
a new case where it should be predicted whether the per-
son will make a long-term deposit. The first line shows the 
original values for the person with the model’s prediction 
no. The following lines are perturbed test cases, created by 
a perturbation option. The nominal features marital and 
default were perturbed using the perturbation option defined 
in Table 7 whereas the balance feature was perturbed using 
the perturbation option defined in Table 2, resulting in 125 
perturbed test cases, all created with perturbation level 
orange. 84 of the 125 perturbed test cases returned the same 
prediction as for the original prediction case and the remain-
ing 41 returned a changed prediction and require further 
examination. The first six perturbed test cases were gener-
ated by the perturbation option used on the balance feature. 
We systematically added and subtracted a percentage value 

to the balance and the prediction for these cases does not 
change, therefore this does not pose a problem for reliability. 
The next two lines shown in the table were generated by 
perturbing the marital feature. Since the original value was 
single, the other two available values married and divorced 
were inserted into the original case, which does not affect 
the prediction and, therefore does not pose a problem for 
the reliability of the prediction. The last three shown per-
turbed test cases include perturbed values for the feature 
default, indicating if the customer has a current credit in 
default, which is changed from no to yes. As shown in the 
table, the final prediction changes from no, the customer 
will not make the long-term deposit, to yes, the customer 
will make the long-term deposit. This further means that if 
our new customer, for whom the prediction of the model was 
no, had any credit in default, the prediction would change. 
Considering that the customer may have not given honest 
information about his other defaulted loans and the fact that 
our organization may not have access to further information 
to validate the data, means that the analyst should probably 
not blindly trust the model’s prediction. Despite the predic-
tion that the customer may not make a long-term deposit, an 
analyst may still consider to contact the customer because of 
the changed prediction for the perturbed test cases. Follow-
ing the full perturbation mode, all combinations of perturbed 
values were created and included as perturbed cases in the 
final report assisting with the assessment of the reliability. 
All perturbed test cases were created using an orange-level 
perturbation option. Applying these perturbation options 

Fig. 14  Calculation of a local quality measure
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may lead to a changed prediction due to reaching a label 
border case in the feature space. In comparison, a red-level 
perturbation option should not change the prediction in any 
case, for example, a perturbed sensor value perturbed within 
the given precision interval.

Figure 15 shows how data deployment activities and 
entities are represented in the knowledge graph. The 
generic level comprises a generic DeploymentActivity 
and a generic DeploymentEntity, whereby the Deploy-
mentEntity is generated by a DeploymentActivity. In 
addition to the generic DeploymentActivity and Deploy-
mentEntity, there is a generic Case entity representing 
the new prediction case for which the reliability should 
be assessed and which is assigned to a DeploymentEn-
tity. On the method-specific level, different subclasses of 
the generic DeploymentActivity, the generic Deploy-
mentEntity, and the Case are introduced. An example 
of a method-specific subclass of a DeploymentEntity 
is the reliability Assessment which is further specified 
depending on the chosen reliability assessment approach, 
for example, a LocalQualityMeasureAssessment or 
a PerturbationAssessment. An example of a method-
specific subclass of a DeploymentActivity is the Pertur-
bationOfClassificationCase, or the MeasurementOf-
LocalQualityMeasures of a new classification case 
that should be predicted by the classification model. The 
generic Case entity is used as superclass for different pre-
diction methods, for example, a ClassificationCase. On 
the problem-specific level, instances of the method-spe-
cific activities and entities are created, which contain con-
crete values for one specific problem case of the method, 
for example, the activity to perturb a specific problem case 

X (PerturbationOfCaseX), or the entity containing the 
perturbation result for the case X (PerturbationAssess-
mentX). Instances of the method-specific entity Classifi-
cationCase represent the input values of a new prediction 
case, which are further used within the assessment of the 
reliability.

We further calculated the local accuracy for the new pre-
diction case to get a better assessment of the prediction for 
the case.

Example 22 (Local accuracy of test cases) In addition to 
the perturbation approach the local measure approach 
was applied to the use case. The local accuracy for the case 
shown in the first line of the Table 14 was calculated in 
order to assess the prediction. The global accuracy for the 
model is about 78%. Considered the 1500 nearest training 
set neighbors, measured with the Euclidean distance, the 
local accuracy for the use case has a value of 93%. This 
concludes that the model has a better performance in the 
subspace around the prediction case, compared to the overall 
performance of the model. Since the overall accuracy of 78% 
is considered as sufficient, otherwise the whole model would 
not be used, there is little doubt about the reliability from 
the point of view of this approach. Having subspaces with a 
better performance than the overall performance also means 
that there need to be subspaces with a worse performance, 
which may be a problem for the reliability of other cases.

Using the Knowledge Graph

The proposed knowledge graph has three main purposes. 
The first purpose is to allow for recommendations about 

Table 14  Perturbed test cases for the predictive model over the telemarketing data set
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which entities and activities should be performed and used 
together. The second purpose is to support quality manage-
ment for reliability assessment processes. Finally, the third 
purpose is to ensure an auditable reliability assessment 
process.

Recommendation

The designed reliability assessment processes provide the 
possibility to receive recommendations about the usage of 
the included activities and entities. For example, a tool built 
upon the reference process can query information directly 
from the KG using SPARQL. In this manner, recommenda-
tions about possible available perturbation options, based 
on already gathered information about features can be sug-
gested to a user on the problem-specific level.

Example 23 (Recommendation) A perturbation option that 
perturbs a measured wind speed value by ± 30 km/h was 
developed. The feature wind speed has a cardinal scale and 
is very volatile. If a user is searching for a suitable perturba-
tion option for a feature with the same conditions, a tool can 
recommend the perturbation option used together with the 
wind speed feature. Further it does not make sense to rec-
ommend or use perturbation options used on features with 
completely different conditions. For instance, a perturbation 
option that perturbs all available values of a feature can be 
used on a nominal feature with a low number of possible 
values, e.g., the marital status, but it will not be possible to 
receive a prediction for every possible wind speed value. A 
tool for applying the perturbation approach should not allow 
the user to use a perturbation option perturbing all possible 
values in combination with the feature wind speed.

Quality Management

The KG enables a project team to support quality man-
agement actions for reliability assessment processes. The 
knowledge that a specific information about a feature can 
lead to reliability problems can be used in order to assess 
the quality of reliability assessment processes. If important 
information is not used during the assessment of the reli-
ability of a prediction, the assessment approach can be of 
poor quality.

Example 24 (Quality management) A reliability assess-
ment process using the perturbation approach was used on 
a classification problem of different risk delay classes for 
flight scenarios. An analyst would like to predict if a pos-
sible combination of arriving flights at an airport will have 
many delays and, therefore, will be costly. Reviewing which 
features are used during the perturbation, one finds out that 
the feature wind speed was not used in any perturbation 

option. Knowing that the wind speed feature is very volatile, 
it should also be perturbed in order to detect possible reli-
ability problems due to an easily changed wind speed. Using 
an assessment approach that does not address all known pos-
sible reliability issues may miss some of them and, therefore, 
not indicating that the prediction is unreliable.

Decision Audit

Accurate and precise documented processes ensure an audit-
able performed reliability assessments. This is especially 
beneficial if responsibility and traceability are important 
properties for the prediction problem. All activities and 
entities, to ensure the reliability assessment are documented 
within the KG and can be retrieved and displayed if neces-
sary. Companies and external auditors have the possibility to 
check whether the defined assessment process for a predic-
tion problem has been performed properly for a particular 
case. It can be audited that decision-makers who base deci-
sions on predictions, followed the assessment process and 
did not solely rely on the given prediction without perform-
ing any additional reliability assessment activities. In addi-
tion, it should be examined what consequences have been 
drawn if the prediction is found to be unreliable.

Example 25 (Decision audit) Consider the example in 
Figs. 16 and 17. The bank would like to know if the reli-
ability of the prediction for the case has been assessed 
before a decision was made. By querying the knowledge 
graph an auditor may retrieve information about reliability 

Fig. 15  Knowledge graph example for deployment
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assessment. The prediction returned by the indicated predic-
tion model was assessed using three perturbation options. 
One for each of the three features balance, marital, and 
default. Further the employee can state that, for example, the 
balance was chosen for perturbation because it is a cardinal 
feature and has a medium volatility. Consulting a domain 
expert, the possible change for the balance was defined 
with ± 10%. It can also be stated, that the decision to use 
the perturbation approach to assess the reliability within 
the telemarketing case was taken on 24 January 2022 by an 
assigned manager.

Conclusions

This paper presented a generic reference process that facili-
tates the assessment of reliability of predictive analytics 
results; the reference process was demonstrated for classifi-
cation problems. The CRISP-DM is the basis for the refer-
ence process, which enhances the CRISP-DM with reliabil-
ity-related activities and entities in each stage.

Depending on the employed training data, different 
aspects of the data may serve to assess the reliability of an 
individual prediction made for a new input case. This paper 
specifically proposes two different approaches within the 
reference process, namely the use of local quality measures 
and the perturbation of input cases, which can be applied to 
assess the reliability. These approaches need to be defined 
and configured once for a data mining problem and can then 

Fig. 16  Example extract of problem-specific level KG of development phase for telemarketing

Fig. 17  Example extract of problem-specific level KG of deployment 
for telemarketing
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be used for each new prediction case to receive an assess-
ment of the reliability for its prediction.

The proposed reference process is structured in three lev-
els. The first level describes generic activities and collected 
metadata, represented by entities, and how they are con-
nected together. Method-specific subclasses of the generic 
activities and entities are defined related to the used predic-
tion method, illustrated in this paper using the example of 
classification. Then, the problem-specific level refers to an 
individual problem of the related prediction method.

A method-specific process can be instantiated for a spe-
cific problem, for example, using the method-specific pro-
cess for classification to predict if one will make a long-term 
deposit or not. In order to properly configure and employ the 
reference process and all its related information we present 
the use of a knowledge graph based on PROV-O. The knowl-
edge graph ensures the development of auditable reliability 
assessment processes and serves as storage for knowledge 
about any kind of information related to the assessment of 
reliability, for example, different method-specific processes 
or knowledge gathered through previous reliability assess-
ment tasks. Obtaining additional knowledge about the reli-
ability of predictions is not without effort but increased reli-
ability of predictions supports decision-makers in critical 
business decisions.

Future work will focus on the application of the refer-
ence process for other prediction methods, e.g., regression 
or clustering, and different sorts of input data, e.g., natural 
language or images. Future work will also extend the list of 
assessment approaches to cover more aspects that can detect 
reliability issues for given predictions.

The proposed reference process can be used within vari-
ous prediction problems, for example, we are currently work-
ing to assess the reliability of flight delay risk prediction for 
air traffic scenarios as presented in [25]. The classification 
model showed a global accuracy of 82.5% for the highest 
and, therefore, most important risk class, which should be 
predicted for the costliest air traffic scenarios. Assessing the 
reliability of individual predictions can be fruitful to iden-
tify false delay risk classifications and in this sense help to 
reduce costs that may be caused by these delayed flights. In 
order to be able to predict the flight delay risk, the model 
uses a huge amount of training data including historical 
flights, weather data, aircraft data, and notices to airman 
(NOTAMs). During business understanding, data under-
standing, and data preprocessing information about these 
data is gathered and can be used to assess the reliability 
of individual cases, for example, weather data is collected 
using a sensor with a defined precision, like the humidity 
at Atlanta airport. The perturbation approach can be used 
to assess the reliability of individual air traffic scenarios by 
perturbing humidity information within the sensor precision. 
The precision of the humidity sensor is documented during 

the data understanding stage of the data mining project. Dur-
ing the modeling stage, the information of the precision of 
the sensor can be used to create a perturbation option that 
perturbs a new humidity value within the precision range of 
the sensor. Does a prediction change while perturbing the 
humidity within the precision of the sensor, the reliability 
of the retrieved prediction should be further investigated by 
an analyst.
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